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Abstract—Trust in multiagent systems is used for seeking to
minimize the uncertainty in the interactions among the agents. In
this paper, we discuss how to use argumentation to reason about
trust. Using the methodology of meta-argumentation, first we rep-
resent the source of the information from which the argument is
constructed in the abstract argumentation framework capturing
the fact that b is attacked because b is from a particular source
s. We show how a source of information can be attacked if it is
not evaluated as trustworthy. Second, we provide a fine grained
representation of the trust relationships between the information
sources in which trust concerns not only the sources but also
the single arguments and attack relations the sources propose.
Moreover, we represent the evidences in support of the arguments
which are put forward by the information sources and agents
can express arguments by referring to other agents’ arguments.
Meta-argumentation allows us not to extend Dung’s abstract
argumentation framework by introducing trust and to reuse those
principles and properties defined for Dung’s framework.

I. INTRODUCTION

Trust is a mechanism for managing uncertain information,
decision making and dealing with the provenance of
information. The result is that trust plays an important role in
many research areas of computer science, particularly in the
semantic web and multiagent systems where agents interact
with other sources. In such interactions, the agents have to
reason if they should trust or not the other agents and the
extent to which they trust those other agents. The following
illustrative example presents an informal argument exchange
where several kinds of interactions between arguments and
agents are reflected.
in

Witnessl: 1 suspect boss

Rome. (arg a)

the guy killed his
Witnessl: With a broken car he could not reach the
crime scene. (arg b)

Witness2: Witnessl is a compulsive liar. (arg c)

Witness3: I repaired the guy’s car at twelve of the crime
day. (arg d)

Witness4: I believe that Witness2 is not able to repair
that kind of car. (arg e)

-12-

Leendert van der Torre
CSC
University of Luxembourg
Luxembourg
leon.vandertorre @uni.lu

Witness5: The guy has another car. (arg f)

Witness6: The guy parked two cars in my underground
parking garage three weeks ago. (arg g)

Witness2: Witness6 was three weeks
ago. (arg h)

on holidays

Witness7: The guy told he killed the boss. (arg i)

Witness3: The guy charges himself to cover up for his
wife. (arg 1)

In this informal argument exchange, different kinds of
relations can be highlighted between arguments and agents.
First, we have that the agents put forward the arguments
and the attack relations. We will refer to these assertions
by saying that the agents support their arguments and attack
relations. Second, the agents can attack the trustworthiness of
the other agents. These attacks are always addressed by means
of arguments which attack the agent’s trustworthiness itself or
the trustworthiness of arguments and attack relations supported
by this agent. Third, the agents can provide support to the other
agents’ arguments by putting forward evidences, always under
the form of arguments, or by providing arguments which talk
about other agents’ arguments.

In this paper we argue that argumentation provides a
mechanism to reason about trust handling aspects such as the
origin of trust and the fine grained trust relationships. The
research question addressed in the paper is:

« How to model trust in Dung’s argumentation?

This breaks down into the following subquestions:

1)How to represent the information sources and the
arguments they support?

2)How to represent an attack to the trustworthiness of the
sources of information and a fine grained view of trust
relations where trust concerns also single arguments
and attacks?
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Fig. 1. The patterns involving agents and arguments and the trust relationships.

3)How to represent the evidences provided in support of
the arguments?

4)How to model trust when the agents express arguments
concerning other agents’ arguments?

To answer the research questions we propose to use the
methodology of meta-argumentation introduced by Boella et
al. [1], [2]. The advantage in using meta-argumentation is that
we do not extend Dung’s framework [3] in order to introduce
trust but we instantiate Dung’s theory with meta-arguments.
In this way we can reuse all the principles, algorithms and
properties already defined for Dung’s framework. In meta-
argumentation, different entities besides proper arguments are
introduced in the meta-level under the form of meta-arguments
and the acceptable, frusted, meta-arguments are returned.
These meta-arguments represent the arguments of the agents
and their attack relations. The agents, as sources of arguments
and attack relations, are introduced under the form of meta-
arguments “agent i is trustable”.

The research questions ask for patterns where both agents
and arguments are composed together and are related to each
other by trust relationships. The patterns which emerge from
the informal argument exchange are provided in Figure 1
where the common arrows represent the attack relation and
the double arrows represent the support relation of the agents
to the arguments they built.

We represent the information sources and the arguments
they support under the form of meta-arguments. We start
with the partial argumentation frameworks of the single agents
where the arguments and the attack relations in each agent’s
mind are provided. At the meta-level, these arguments and
attack relations are supported by the agents, introduced in
the framework as meta-argument trust(ag;), by means of
another meta-argument Z. In Figure 1.a, the representation
of the information sources and the arguments they support is
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provided. Witness5 supports both arguments a, b and the attack
relation between them.

We represent the attacks to agents’ trustworthiness and
the attacks to the trustworthiness of the single arguments
and attack relation by means of attacks at the meta-level.
The attacks about trustworthiness are always addressed by
means of arguments of the other agents. These arguments
can directly attack, in the meta-level, the meta-arguments
representing the agents or the meta-arguments representing the
other agents’ arguments or attack relations. Figure 1.c depicts
the attack of Witness2 to the trustworthiness of Witnessl.
Note that in this case, this agent becomes no more credible
in the multiagent system because her credibility has been
attacked as a whole. This is not always the case, it may be
possible that the agents attack other agents’ trustworthiness
only concerning a particular argument or attack relation. This is
described in Figure 1.d-e where Witness4 and Witness5 attack
the trustworthiness of Witness3 and Witness6 respectively only
concerning argument g and the attack relation d — b. In this
case, only the attacked argument or attack relation become not
acceptable in the framework.

We represent the evidences provided in support of the agents
as attacks, in the meta-level, to the Z meta-argument which
attacks the argument or attack relation. We introduce evidences
in order to have that, even if an agent is considered as not
trustable when another agent provides an argument (i.e., an
evidence) in support of one of the not trustable agent’s argu-
ment then this argument becomes accepted. As for the attacks
on trustworthiness, evidences are always expressed by means
of arguments. In Figure 1.b, the evidence provided by Witness6
in support to the argument of Witness5 is represented.

Finally, we model trust when the agents express arguments
concerning other agents’ arguments as a kind of support
provided by an argument to the reported argument. This is
addressed in the meta-level as an attack from the supporting
argument to the Z meta-argument attacking the supported
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argument. arguments about other agents’ arguments are rep-
resented in Figure 1.f where Witness7 supports by means of
his argument ¢ Witness1’s argument a.

The paper follows the research questions. Section 2 in-
troduces briefly the methodology of meta-argumentation. In
Section 3 we describe how to represent the agents in an
argumentation framework and we discuss how to model the
patterns defined in Figure 1 where different kinds of attacks to
the trustworthiness of the agents are addressed. Related work
and conclusions end the paper.

II. ARGUMENTATION THEORY
A. Abstract Argumentation

Dung’s theory [3] is based on a binary attack relation among
arguments, which are abstract entities whose role is determined
only by their relation to other arguments. We restrict ourselves
to finite argumentation frameworks, i.e., in which the set of
arguments is finite.

Definition 1 (Argumentation framework AF): An
argumentation framework is a tuple (A,—) where A is
a finite set of elements called arguments and — is a binary
relation called attack defined on A x A.

Definition 2 (Defence): Let (A,—) be an argumentation
framework. Let S C A. S defends a if Vb € A such that
b — a, dc € S such that ¢ — b.

All Dung’s semantics are based on the notion of defence.
An argumentation framework is a directed graph whose nodes
are the arguments and the edges represent the attack relations.
A semantics of an argumentation framework consists of a
conflict-free set of arguments, i.e., a set of arguments that does
not contain an argument attacking another argument in the set.

Definition 3 (Conflict-free CF): Given an argumentation
framework AF = (A, —), aset S C A is conflict free, denoted
as ¢f(S), iff =3«, 5 € S such that « — S.

We adopt some ideas from Baroni and Giacomin [4]. In
particular, an idea we adopt is the use of a function £ that maps
argumentation frameworks (A4, —) to its set of extensions, i.e.,
to a set of sets of arguments. Like [4] we use a function
& mapping an argumentation framework (A, —) to its set
of extensions, i.e., to a set of sets of arguments. However,
this function is not formally defined. To be precise, they say:
“An extension-based argumentation semantics is defined by
specifying the criteria for deriving, for a generic argumentation
framework, a set of extensions, where each extension repre-
sents a set of arguments considered to be acceptable together.
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Given a generic argumentation semantics S, the set of exten-
sions prescribed by S for a given argumentation framework
AF is denoted as Es(AF').” The following definition captures
the above informal meaning of the function £. Since Baroni
and Giacomin do not give a name to the function &£, and it maps
argumentation frameworks to the set of accepted arguments,
we call & the acceptance function.

Definition 4: Let U be the universe of arguments. An
acceptance function & : 24 x 2UxU _, 22" is a partial function
which is defined for each argumentation framework (A, —)
with finite A C U/ and —C A x A, and maps an argumentation
framework (A, —) to sets of subsets of A: £({A,—)) C 24.

The following definition summarizes the most widely used
acceptability semantics of arguments given in the literature.
Which semantics is most appropriate in which circumstances
depends on the application domain of the argumentation the-

ory.

Definition 5 (Acceptability semantics): Let AF = (A, —)
be an argumentation framework. Let S C A. S defends a
if V¥b € A such that b — a, dc € S such that ¢ — b. Let
D(S) ={a| S defends a}.

o S €& miss(AF) iff ¢f(S) and S C D(S).

AF) iff ¢f(S) and S = D(S).

Se 5comp1(

Se gground(AF) iff S is smallest in gcompl(AF)'

AF).

Se gpref(AF) iff S is maximal in &, ¢ (

Se¢& skep—pref(AF) iff S = ﬂgpref(AF).

S € Eguple(AF) iff cAS) and Wb €

Ja€eS:a—b.

A\S

Dung’s argumentation theory formalizes the reasoning lead-
ing to accepted arguments, on the basis of attacks among
arguments. In Dung’s terminology, it is a theory of argu-
mentation semantics, which relates attack relations among
arguments to acceptable arguments. In our terminology, it
is a theory of acceptance functions. To use Dung’s theory,
we have to describe the arguments and the attack relation,
such that we can use one of the argumentation semantics
or acceptance functions to obtain the acceptable arguments.
The theory does not assume any structure on the arguments,
which are therefore called abstract arguments, such that the
description of the arguments and the attack relation in Dung’s
theory is unconstrained, and the theory can be used in many
contexts. We call a set of arguments together with an attack
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relation a basic argumentation framework, to distinguish it
from the extended argumentation frameworks discussed below.
We call this use of the theory, based on an instantiation of
abstract arguments, an instantiation of Dung’s theory.

B. Meta-Argumentation

Consider two politicians arguing about social welfare, using
arguments like “employment will go up” or “productivity will
go down”. Two commentators observing the debate may argue
about it, using arguments like “the argument “employment
will go up” is accepted by the politicians” or “the politicians
accept that the argument “employment will go up” supports the
argument that “productivity will go down”.” This phenomena
of people arguing about other people’s arguments is common:
lawyers argue about the argumentation of suspects in a court-
room, citizens argue about the argumentation of politicians
when making their voting decisions during elections, teachers
may argue about the argumentation of their students when
evaluating their exams, and parents may argue about their chil-
dren’s argumentation when arguing how to raise their children.
We call this arguing about argumentation meta-argumentation.

Boella et al. [2] instantiate Dung’s theory with meta-
arguments, such that we use Dung’s theory to reason about
itself. Wooldridge et al. [5] argue that one cannot think of
argumentation without thinking of meta-argumentation too.
They claim that

Our key motivation is the following observation:
Argumentation and formal dialogue is necessarily
a meta-logical process. This seems incontrovertible:
even the most superficial study of argumentation
and formal dialogue indicates that, not only are
arguments made about object-level statements, they
are also made about arguments. In such cases, an
argument is made which refers to another argument.
Moreover, there are clearly also cases where the level
of referral goes even deeper: where arguments refer
to arguments that refer to arguments.

We call this the meta-argumentation viewpoint. In mod-
eling, a viewpoint is associated with a stakeholder with her
concerns and gives rise to views on systems. The methodology
of meta-argumentation as a way to model argumentation
is based on a conceptualization of argumentation using the
relation between two theories of argumentation and meta-
argumentation.

The motivation of our meta-argumentation methodology
comes from the well known and generally accepted observa-
tion that Dung’s theory of abstract argumentation cannot be
used directly when modeling argumentation in many realistic
examples, such as multiagent argumentation and dialogues [6],
decision making [7], coalition formation [8], combining Toul-
min’s micro arguments [9], normative reasoning [10], or meta-
argumentation. When Dung’s theory of abstract argumentation
cannot be applied directly, there are two methodologies to
model argumentation using the theory, which leads to the
dilemma of choosing among these two alternatives.
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« Instantiating abstract arguments. Starting from a
knowledge base, a set of arguments is generated from
this base, and the attack relation among the arguments is
derived from the structure of the arguments [11].
Extending Dung’s framework. Alternatively, the de-
scription of argumentation frameworks is extended, for
example with preferences among abstract arguments [12],
[13], abstract value arguments [14], second- and higher-
order attack relations [15], [16], [17], support relations
among abstract arguments [18], or priorities among ab-
stract arguments [19].

We assume a fundamental relation about the relation be-
tween these two levels: meta-argumentation has to be able
to mirror argumentation. For example, when politicians argue,
the commentators should be able to argue in the same way. For
example, if the politicians use as primitives arguments a from a
universe of arguments U, together with a mechanism to derive
acceptable arguments from relations among the arguments, and
the commentators have as primitives meta-arguments ma from
a universe of meta-arguments MU together with a mechanism
to derive acceptable meta-arguments from relations among the
meta-arguments, then the set of arguments must be reflected in
the set of meta-arguments, and there must be a relation between
the ways acceptable arguments and acceptable meta-arguments
are derived.

Meta-argumentation is a particular way to define mappings
from argumentation frameworks to extended argumentation
frameworks: arguments are interpreted as meta-arguments, of
which some are mapped to “argument « is accepted”, acc(a),
where a is an abstract argument from the extended argumenta-
tion framework FAF'. The meta-argumentation methodology
is summarized in Figure 2.

The function f assigns to each argument a in the EAF,
a meta-argument ‘“argument a is accepted” in the basic ar-
gumentation framework. We use Dung’s acceptance func-
tions £ to find functions £’ between extended argumentation
frameworks EAF and the acceptable arguments AA’ they
return. The accepted arguments of the meta-argumentation
framework are a function of the extended argumentation
framework AA E'(EAF). The transformation function
consists of two parts: a function f~! transforms an ar-
gumentation framework AF to an extended argumentation
framework FAF, and a function g transforms the accept-
able arguments of the AF into acceptable arguments of the
EAF. Summarizing & = {(f'(a),g(b)) | (a,b) € £} and
AA' = €'(BAF) = g(AA) = g(E(AF)) = g(E(f(EAF))).

The first step of our approach is to define the set of
extended argumentation frameworks. The second step consists
in defining flattening algorithms as a function from this set
of EAFs to the set of all basic argumentation frameworks:
f:EFAF — AF.

Definition 6 presents the instantiation of a basic argu-
mentation framework as a sequence of partial argumentation
frameworks of the agents [20] using meta-argumentation. A
sequence of partial argumentation frameworks of the agents
({A1,—1),...,(Ap, —n)) are sets composed by arguments
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Fig. 2.
NOTATION MEANING
U universe of all generated arguments
ACU a finite set of arguments
a,b,c,... € A | elements of A
— binary relation on A representing attack
MU universe of all meta-arguments
accept(a) “argument a is acceptable”
MA a set of meta-arguments
— a relation on M A
EAF an extended AF'
EAF a set of possible FAF
f function from FAF to AF
AF a pair of A and —
AF a set of possible AF'
£ mapping from (A, —) to sets of subsets of A
g function from accepted M A to accepted A
X, Y meta-arguments for attack

TABLE I
META-ARGUMENTATION NOTATION USED IN THIS PAPER.

A; and a binary attack relation —;.

The universe of meta-arguments is MU = {acc(a) | a €
Ut U{Xep,Yep | a,b € U}, and the flattening function f
is given by f(EAF) = (MA,—). For a set of arguments
B C MU, the unflattening function g is given by ¢g(B) =
{a | acc(a) € B}, and for sets of arguments AA C 2MV it is
given by g(AA) = {g(B) | B € AA}.

Definition 6: Given an extended argumentation framework
EAF = ((A1,—1),...,(A,,—n)) where for each agent
1 <i < n, A4 C U is a set of arguments and —;C
A; x A; is a binary relation over A;, the set of meta-
arguments MA C MU is {acc(a) | a € Ay U...UA,}
and —C M A x M A is a binary relation on M A such that:
acc(a) — Xap, Xap — Yo, Yo — acc(b) if and only if
there is an agent 1 < i < n such that a,b € A; and a —; b.

The set of acceptable arguments of a meta-
argumentation  framework (MA,—) follows from
E'(EAF) = g(E(f(EAF))). For a given flattening function
f, the acceptance function of the extended argumentation
theory £’ is defined using the acceptance function of the basic
abstract argumentation theory £: an argument of an FAF is
acceptable if and only if it is acceptable in the flattened basic
AF.

Meta-argumentation has received little attention thus far.
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The meta-argumentation methodology.

On the one hand, Jakobovits and Vermeir [21] present how
to use labelings to define what arguments should be ac-
cepted or not. All of the labelings and restricted labelings
of the argumentation framework, together with their attacks,
are represented in the meta-argumentation framework. On
the other hand, Cayrol and Lagasquie-Schiex [18] presents
a meta-argumentation framework in which are represented
two kinds of binary relations between the arguments, the
attack relation and the support relation. Similar approaches
to meta-argumentation particularly focused on the problem of
representing second-order attacks are addressed by Modgil and
Bench-Capon [22], Baroni et al. [23], Gabbay [24], [25].

III. MODELLING TRUST IN DUNG’S FRAMEWORK

A number of authors have highlighted that the definition of
trust is difficult to pin down precisely, thus in the literature
there are numerous different definitions. To pick few of these
definitions, [26] define trust as

a mental state, a complex attitude of an agent x
towards another agent y about the behaviour/action
a relevant for the goal g

while [27] states that

trust is the subjective probability by which an indi-
vidual A expects that another individual B performs
a given action on which its welfare depends

The common elements are that there is a consistent degree
of uncertainty associated with trust and trust is tied up with the
relationships between individuals and particularly it is related
to the actions of the individuals and to the effects these actions
have on the others. In this paper we does not refer to the
actions of the agents but we provide a model for representing
the agents’ beliefs concerning the trustworthiness of the other
agents. We follow the approach proposed by [28] where the
influence of trust on the assimilation of acquired information
into an agent’s belief is considered. [28]’s characteristic axiom
is “if agent 7 believes that agent j has told him the truth of p
and he trusts the judgement of j on p, then he will also believe

39

p .

A. Representing the information sources

Let us consider again the informal argument exchange.
We have that Witness2 has a negative opinion about the
trustworthiness of Witnessl while we can infer that all the other
witnesses consider Witnessl a reliable information source since
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they do not attack him. Agents are introduced in the meta-
argumentation framework under the form of meta-arguments
“agent i is trustable”, trust(i), for all the agents i. As in Def-
inition 6, we add meta-arguments “argument a is accepted”,
acc(a), for all arguments in A, and meta-arguments X, , Yo 5
for all arguments a and b such that @ — b. Each argument
a € A in the mind of the agents is put forward, by means
of the Z,..(4) meta-argument. This meta-argument attacks the
meta-argument acc(a) asking for an evidence in support of
argument a. In the simplest case, the Z,..(,) meta-argument
is attacked by the meta-argument trust(i) which represents
the agent who proposes argument a, as shown in Figure 3.
More complex cases of evidences are described in the next
sections. For each agent 4, if —; contains a — b, such as if the
agent put forward an attack relation, then the meta-argument
trust(i) supports the meta-argument Y, ;, representing the
attack relation, by attacking the meta-argument Zy, ,, as done
for the arguments. Also in this case, the attack of the agent to
the Z meta-argument is an evidence in support of this attack

relation.
Witness1 trust(1)
l \ — flattening —> / l \
(D) (aea) (o)

N

Introducing the agents in the framework.

acc(a) acc(b)

Fig. 3.

We represent the fact that more than one information source
sustains the same arguments by let them attacking by means of
the trust(i) meta-arguments the same Zace(a) Meta-argument
which asks for evidences in support of meta-argument acc(a).
An example of multiple support of two agents regarding the
same argument is depicted in Figure 4. The same solution is
applied to the attack relations where we consider the meta-
argument Y ; instead of meta-argument acc(a).

Agent1 Agent1 trust(2)

@ — flattening —>

trust(1)

N

Fig. 4. A multiple support to the same argument.

We extend the EAF proposed in Definition 6 by adding
the information sources and second-order attacks, such as
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attacks from an argument or attack relation to another attack
relation. For more details about second-order attacks in meta-
argumentation, see [2], [22], [23].

The unflattening function g and the acceptance function
&’ are defined as above. In particular, the introduction of the
agents in the meta-argumentation framework is defined as
follows:

Definition 7: An extended argumentation framework FAF
is a tuple ((A1,—1,—3%) ..., (An, —n, —2)) where for each
agent 1 <i<mn, A; CU is a set of arguments, —; is a binary
relation on A; x A;, —? is a binary relation on (A;U —;)x —;.

Definition 8: Given an extended argumentation framework
EAF (A1, —1,—=3) ... (A, —n, —2)), the set of
meta-arguments M A is {trust(i) | 1 < i < n} U {acc(a) |
a€ AU, . UAPU{Xup,Yop |a,be A1U...UA,}U{Z, |
a€ AU...UA,} and —C MA x M A is a binary relation
on M A such that:

acc(a) —— Xap, Xap = Yap,Yap = acc(b) iff
a,be A; and a —; b, and

trust(i) — Zaec(a)s Zace(a) — acc(a) iff a € A;, and

trust(i) — Zy,,,2y,,
a —; b, and

ob iff a,b € A; and

GCC(G) Xa,b~>07 Xa,b—»c — Ya,bﬂca Ya,b—»c —
Yy iff a,b,c € A; and a —2 (b —; ¢),

Y, p+—— Yeqiff a,b,c € A; and (a —; b) =2 (c —; d).

Example 1: Let us consider the informal dialogue ex-
change. We represent the agents in the argumentation frame-
work as shown in Figure 3. Witness1 puts forward two argu-
ments a and b and the attack relation between them. Thanks
to the flattening function described in Definition 8, we add
the meta-argument trust(1) for representing Witnessl in the
framework and we add meta-arguments acc(a) and acc(b) for
the arguments of Witnessl. The attack relation is represented
by means of two meta-arguments X, ; and Y,; which stay
for the inactive and active status of the attack relation a — b.
Witness1 provides an evidence in support to the arguments a
and b and the attack relation a — b by attacking the respective
meta-arguments Z.

B. Representing fine grained trust relationships

In our model, trust is represented as an absence of an
attack towards the agents or towards their arguments and attack
relations or as the presence of an evidence in support of
arguments and attack relations. On the contrary, the distrust

MIWAI 2010



relationship is modelled as a lack of evidences in support of
the arguments and the attack relations or as an attack relation
towards the agents and their arguments and attack relations.
The three distrust relationships depicted in Figure 1.c-d-e are
of different kind and must be distinguished in the framework
in order to reason about trust.

In the informal argument exchange, Witness2 attacks the
trustworthiness of Witness1 as a credible witness. In this way,
he is attacking each argument and attack relation proposed by
Witness1. Witness4, instead, is not arguing against Witness3
but he is arguing against the attack relation d — b as proposed
by Witness3. Finally, Witness2 reasons about the trustworthi-
ness of Witness6. The untrustworthiness of Witness6 is linked
only to the precise argument g. We propose a fine grained view
of trust in which the sources of information may be attacked
for being unreliable or for being unreliable in sustaining a
particular argument or attack relation. Definition 9 presents an
extended argumentation framework in which a new relation
between arguments is given to represent distrust.

Definition 9: A trust-based extended argumentation frame-
work TEAF is a tuple ({41, —1,DTh),...,{An,—n, DTy))
where for each agent 1 < i < n, A; C U is a set of arguments,
—;C A; x A; is a binary relation and DT C A; x ¢ is a binary
relation such that ¥ € j or ¥ € A; or ¥ €—;.

The extended argumentation framework TEAF would need
new semantics in order to compute what are the accepted
arguments. In alternative, we use the meta-argumentation
methodology to flatten the TEAF to a meta-argumentation
framework where classical Dung’s semantics are used to
compute the set of acceptable arguments. We define the meta-
argumentation framework in the following way where the
unflattening function ¢ and the acceptance function &’ are
defined as above.

Definition 10: Given a trust-based extended
argumentation framework TEAF ({A1,—1, DTy),
..y (A, —n, DT},)), see Definition 9, the set of meta-
arguments M A is {trust(i) | 1 < i < n} U {acc(a) | a €
AU, UAYU{Xup Yoy |abe A U...UA, Y U{Z, |
a€ AiU...UA,} and —C M A x M A is a binary relation
on M A such that:

acc(a) — Xap, Xap —— Yaup,Yap —— accept(b) iff
a,b € A; and a —; b, and

N tTUSt(i) — Xtrust(i),Zacc(a)7Xtrust(i),Zacc(a) —
)/trust(i),Zacda) ) Ytrust(i),Zacc(a> a— acc(a)y Zace(a) T
acc(a) iff a € A;, and

A tTUSt(Z) | — XtTust(i),Zya b’ XtTust(i),Zya b | —
Ytrust(i),Zya b7)/;5'rust(i),Zya b L ZYa,b7ZYa,b [ — Ya,b
iff a,b € A; and a —; b, and

. trust(i) — Zacc(a)»Zacc(a) —
acc(a)7 acc(a) — Xacc(a),t'r‘ust(j)7 acc(a),trust(y) —
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Yacc(a),trust(j)vYacc(a),trust(j) [ — tTUSt(j) iff a € Az and
aTitrust(7), and

o trust(i) +— Zgec(a)s Zaceta) +— acc(a),accla) +—
Xacc(a)’Ytrust(j),ZaCC(b)’ acc(a),Yerust(5), Zgpe(n) —
Yacc(a)’yt,rust(j),Zacc(b)7 acc(a),Yirust(5), Zg o (b —
Ytrust(i)wzacc(b) iff a € A;,b € A; and aT;b, and

o trust(i) +— Zgec(a)r Zaceta) +— acc(a),accla) +—
XaCC(a)athsf,(j),szYc ) Xacc(a)vyt,rust,(j),Zyb,C I
Y. Y, —

CC(‘l)thrust(j),Zy[ ’
0,C

Y”“St(j)’ZYb,c iff a € A;,b,c e Aj and aTi(b —j ).

acc(a) 7Ytrust(j),ZYb
c

\‘
— flattening —>
Witness1
trust(1)

trust(3)
Y(acc(e), Y trust
(3),(Yd,b)))

— flattening —>

X(acc(e),Y(trust
(3).2(vd,p)))

T

Y(trust(6).Z(acc(g)))

X(trust(6) Z(acc(@))

Y(acc(h), Y (trust
(6).Z(acc(9)))

X(ace(h), Y trust
(6).Z(acc(9))))

Fig. 5.

Fine grained trust in argumentation.

Definition 10 shows how to instantiate an extended ar-
gumentation framework composed by a set of arguments,
a binary attack relation and a binary distrust relation with
meta-arguments. In particular, the last three points model
respectively a distrust relationship towards an agent, a distrust
relationship towards an argument and a distrust relationship
towards an attack relation.

Example 2: In Figure 5 we highlight the three patterns
where trust relations between information sources are
represented. The first pattern shows that Witness2 attacks
the trustworthiness of Witnessl with the argument c.
In meta-argumentation, we have that trust(2) proposes
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acc(c) by attacking meta-argument Z,.. and, with meta-
arguments X,Y, it attacks ¢rust(1l). This means that if
Witness1 is not reliable then each of his arguments and
attack relations cannot be acceptable either. If we look
at the extension of this pattern, we have that the set of
acceptable arguments for the meta-argumentation framework
is £(f(patternl)) = {trust(2),acc(c), Yoce(e) trust(n)}- If
we consider instead the other two patterns of Figure 5,
we have that the attack is directed against a precise
element sustained by the other source. On the one hand,
Witness4 attacks the attack relation d — b proposed by
Witness3. This is achieved in meta-argumentation by an
attack from meta-argument acc(e), proposed by trust(4),
to the attack relation characterized by meta-argument
Yas. The set of acceptable arguments is E(f(pattern2)) =
{trust(4), trust(3), acc(d), acc(e), acc(b), Y,
Zy,,}. Witness3’s attack relation d — b is evaluated as
not reliable for Witness4 and it is not acceptable. On
the other hand, Witness2 evaluates unreliable Witness6
concerning argument g. In meta-argumentation, trust(2),
by means of meta-argument acc(h), attacks meta-
argument acc(g) proposed by trust(6). In this case,
the set of acceptable arguments is E(f(pattern3))

{trust(2), trust(6), acc(h), Yoce( Zace(g) }-

h)Yirust(6),Zgee(q) *

C. Representing the evidences supporting arguments

The evidences in favor of the arguments are represented,
as discussed before, as a support given by the agents to the
arguments at the object level. At the meta-level, this is modeled
as an attack relation from meta-argument trust(i) to the Z
meta-arguments. However, there are also other cases in which
evidences are necessary to support the acceptability of an
argument. Let consider the case in which the trustworthiness
of an agent is attacked. What does it happen to the arguments
put forward by this agent? They become not acceptable. In
this case, what is needed to reinstate the acceptability of these
arguments is an evidence. This evidence is provided under the
form of an argument put forward by another agent.

Definition 8, previously introduced, presents how to instan-
tiate an extended argumentation framework composed by a
set of arguments, a binary attack relation, a binary second-
order attack relation representing also the information sources.
Definition 9, instead, extends Dung’s framework with a distrust
relation DT. In order to have an extended argumentation
framework with both the relations of the K AF' of Definition 8
and the TEAF of Definition 10, we define an extended
trust-based argumentation framework with an evidence relation
9 which represents the evidences provided in favor of the
arguments of the other agents.

Definition 11: A trust-based argumentation framework with
evidences TEAF? = ((A},—1,—2,9%1,T1), ..., (An, —n
,—2,%,,T,)) where %; is a binary relation on

GCC(E),nrust(3),sz 4’
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A; x A; and the set of meta-arguments MA is
{trust(i) | 1 <i < n}U{acc(a) | a € A3 U...UA,}U
{Xap, Yap |a,be AyU.. . UAYU{Z, |a€ A1U...UA,}
and —C M A x M A is a binary relation on M A such that
hold the conditions of Definition 8 and Definition 10 and:

o acc(a) —
a %y b,

ace(b)y Zacc(b) — aCC(b) iff a,b € A; and

Example 3: Let us consider again the informal argument
exchange. We have that argument f is “The guy has another
car” while argument g by Witness6 is “ The guy parked
two cars in my underground parking garage three weeks
ago”. Argument g is an evidence in favor of f. This evi-
dence is expressed in meta-argumentation as an attack from
meta-argument acc(g) to the meta-argument Z,.(y) attacking
acc(f). This example is described in Figure 6.

— flattening —4>
Witness6 Witness5 T
trust(6) trust(5)
Fig. 6. Introducing evidences in favor of the arguments.

D. Representing arguments about other agents’ arguments

The information sources may also express arguments con-
cerning other agents’ arguments as in the case of arguments %
and a during the informal argument exchange. In this case we
have that Witness7 proposes an argument which is based on
the argument of another agent, Witness1. Moreover, we have
that Witness3 introduces argument [ which attacks the support
of argument ¢ to argument a. If we add to the extended trust-
based argumentation framework T EAF? a new binary relation
--»C A; x A;, we can model the report of other agents’
arguments in the following way:

Definition 12: Given an extended trust-based
argumentation framework TEAF? (A1, —1, =29
aT17 __‘)1>a A <An; —n, _)7217 q_)n7 Tna _"’n>>’ the set of
meta-arguments M A is {trust(i) | 1 < i < n} U {acc(a) |
a€ A U.. -UAn}U{Xaq,mYmb | a,be A U.. .UAn}U{Za ‘
a€ A U...UA}U{dizitep | a,b € A U...UA,} and
—C MA x MA is a binary relation on M A such that the
conditions of Definition 8, Definition 10 and Definition 11
hold and:
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o acc(a) ¥ Zaizit, > Ldizit, , — divitay, divit,, —

Zace(v)s Zace(v) — acc(b) iff a,b € A; and a --»; b and

o accla)  —  Xoce(a)dizity, o> Xace(a) dizity,.
Yace(a) dizity,o» Yace(a). dizity,.  +——  dizit(b,c) iff
a € A;,b,ce A and aT;(b--+; ¢).

Witness7

trust(1) trust(3)

trust(7)

Fig. 7.

Introducing arguments about other agents’ arguments.

Example 4: Let TEAF? be defined as A; = {a,b},
1= {(bva)}’ Ay = {th}* DT, = {(Cvl)’(hmg)}’ As =
{b,d,1}, —3={(d,b)}, DT5 = {(I, --»7 (i, a))}, As = {e},
DTy = {(6, —3 (dv b))}’ A5 = {a7b7f}’ _%: {(f7 (b’ a))}’
A = {a.g}. o= 1(9. N} Ar = {i}, —=>r= {(i,0)}.
This extended argumentation framework is the model of the
informal argument exchange proposed in the introduction. In
Figure 7, we introduce arguments ¢ and [ under the form
of meta-arguments. We have that argument ¢ reports an ar-
gument from the guy which sustains argument a proposed
by trust(l). trust(7) proposes meta-argument acc(i) and
a dixit relation --+7,= {(i,a)} holds between arguments i
and a. This is represented in meta-argumentation by the
new meta-argument dixit; , which is sustained, by means
of meta-argument Zgj,i, ., by acc(i). Witness3 does not
agree about the link between arguments ¢ and a because
in his opinion the guy admitted to kill the boss only to
protect his wife (argument [). This attack has the aim to
eliminate the support which argument ¢ gives to argument a.
We represent it in meta-argumentation by adding an attack
relation from meta-argument acc(l) claimed by trust(3) to
meta-argument dixit; .. In this way the attack of dixit(i,a)
t0 Zgee(a) is made ineffective and meta-argument acc(a)
would be acceptable only if sustained by some other meta-
argument. The set of acceptable arguments of the TEAF? is
E'(TEAF?) = g(E(f(TEAF?))) = {b,c,d,e, f, h,i,l} and
the trustable information sources are all the witnesses except
Witness] who has been directly attacked by Witness2.
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IV. RELATED WORK

Dix et al. [29] present trust as a major issue in
MAS applications concerning the research challenges for
argumentation. Argumentation has been used in a number of
applications to handle trust, for example weighting inferences
with measures of trust in the source of the information, and
updating these measures as sources prove to be more or less
reliable. Which agents are trustworthy? This is important for
taking decisions and weighing arguments of other agents.
Argumentation has already been applied to weigh inferences,
e.g. trust in sources given as databases. Can this theory be
extended to define a notion of trust between agents? We
propose to adopt the methodology of meta-argumentation to
answer these questions.

Parsons et al. [30] discuss why argumentation has an impor-
tant role to play in reasoning about trust and highlight what
are the mechanisms which need to be investigated through
argumentation. The authors claim that a first problem, particu-
larly of abstract approaches such that of [3], is that they cannot
express the provenance of trust and they cannot express the fact
that b is attacked because b is based on agent s and there is an
evidence that s is not trustworthy. In this paper, we propose a
methodology which allows us to instantiate Dung’s framework
with meta-arguments which represent the information sources.
Moreover, we show how to express trust relationships between
the sources. Another problem highlighted by [30] is the explicit
expression of degrees of trust, as adopted by the prevalence
of numerical measures of trust in the literature. The authors
propose the system T'L as possible solution where they in-
troduce in the tuple representing the database a new element
which is an ordered sequence of elements from a dictionary
and these elements could be associated to numerical measures
of trust. In this paper, we do not present an explicit expression
of degrees of trust and this is a topic for further research
but we present a model where a fine grained view of trust
relationships is provided and this allows us to reason about
trust in argumentation.

Matt et al. [31] propose an extension to the Dempster-
Shafer belief function. The authors allow the evaluator agent
to take into account, in addition to the statistical data, a set
of justified claims concerning the expected behaviour of the
target agent. These claims form the basis of the evaluator’s
opinions and are formally represented by arguments in abstract
argumentation. Two kinds of arguments are defined: forecast
arguments and mitigation arguments. Forecast arguments ex-
press the trustworthiness or untrustworthiness of the target
agent and mitigation arguments attack forecast arguments or
other mitigation arguments because of the uncertainties of
the validity of forecast arguments. Dempster-Shafer belief
function is constructed both from statistical data and from
these arguments. Arguments are generated by contracts and
a strength function assigns 1 to each unattacked argument and
a varying value if it is attacked by a mitigation argument. We
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propose an approach to the introduction of trust which is more
related to modelling and no statistical problems are addressed.
We show how to introduce the provenance of the information
in the argumentation framework. [31] have focused on the
computation of trust by an evaluator of a target in isolation.
We propose a model in which all the trust relationships are
evaluated together and we do not restrict our model to the
contracts.

Stranders et al. [32] propose an approach to trust based
on argumentation in which there is a separation between
the opponent modeling and decision making. The opponents’
behaviour is modeled using possibilistic logic. They start from
the work of [33] which supports reasoning under uncertainty
with fuzzy logic. The fuzzy generalization of [33]’s approach is
combined with a fuzzy rule learner. The paper shows the results
based on the ART testbed. In our approach we use Dung’s
abstract framework and we do not present a decision making
approach to trust. We are interested in modeling fine grained
trust in argumentation and we do not present experimental
results.

Prade [34] presents a bipolar qualitative argumentative
modeling of trust where a finite number of levels is assumed in
a trust scale and trust and distrust are assessed independently.
The author introduces the notion of reputation which is viewed
as an input information used by an agent for revising or
updating his trust evaluation. Reputation contributes also to
provide direct arguments in favour or against a trust evaluation.
There are a number of differences between [34] and our
approach. First, we does not apply a diagnostic point of
view as in [34] but we are interested in a social multiagent
perspective. Second, we use a Dung’s based approach while
in [34] arguments have an abductive form.

An approach related to trust in argumentation is provided by
Hunter [35] where the author introduces a logic-based meta-
level argumentation framework for evaluating arguments in
terms of the appropriateness of their proponents. A further
investigation of the relation between trust evaluation and pro-
ponents’ appropriateness is an interesting direction for future
research.

There are two main differences which differentiate our
approach to modeling trust in argumentation theory and the
works described above. The first one consists in a purely
qualitative approach. We do not provide numerical measures
of trust as instead it is done by [31], [32] and, with a fuzzy
evaluation, by [34]. The second difference consists in a new
methodology to introduce trust in argumentation theory from
a design perspective. We does not introduce new components
in the framework, we just use Dung’s argumentation to model
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itself in such a way to deal with trust.

V. CONCLUSIONS

In this paper, a way to model trust in Dung’s framework
is presented. We answer the research questions using the
methodology of meta-argumentation where Dung’s framework
is used to reason about itself. Meta-argumentation, presented
by Boella et al. [1], [2], allows us to introduce the notion
of trust without extending Dung’s standard argumentation
framework, reusing Dung’s semantics and properties.

We represent the sources of information in the abstract
argumentation framework in order to link the agents to the
arguments they construct. We introduce the agents as meta-
arguments of the kind “agent ¢ is trustable”, trust(i), and
each agent is linked to the arguments he proposes by means
of meta-arguments Z,. Meta-arguments trust (i) attack meta-
arguments Z, when z is an argument or an attack relation
put forward by agent ¢. For each agent who sustains argu-
ment/attack x, there is an attack from trust(i) to Z,. In
this way, the argumentation framework keeps track of the
provenance of the arguments and attack relations and it allows
us to represent evidences in the framework. More than one
agent can support the same argument. This is expressed in
meta-argumentation in the following way. If the agents support
directly an argument or attack x, then they both attack meta-
argument Z,. If the agents propose new arguments which
sustain other arguments then this is expressed by an attack
from meta-argument acc(a) to Zgc.3), Where argument a is
an evidence of argument b.

The trustworthiness of the agents can be attacked by at-
tacking meta-arguments trust (i) representing the agents in the
argumentation framework. The agents, supporting arguments
against the trustworthiness of the other agents, attack the
reliability of the other agents. Trust is represented as an
absence of attacks on the agents’ trustworthiness. The agents
who are not evaluated as reliable in the framework are those
whose meta-argument trust(i) is not in the extension of the
meta-argumentation framework.

We present a fine grained view of trust relationships. The
agents can express their evaluation on other agents’ reliability
also concerning single arguments and attack relations proposed
by the unreliable agents. We express the evaluation of the
untrustworthiness of arguments and attacks by means of attacks
to the Y7, meta-argument which is used by meta-argument
trust(i) to attack meta-argument Z,.

If the arguments or attack relations evaluated unreliable are
not supported by other evidences, such as arguments which at-
tacks the Z, meta-argument, then they are made unacceptable
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in the extension of the meta-argumentation framework.

Agents can express reported arguments about arguments
expressed by other agents. This is represented in meta-
argumentation with meta-argument dixit,, where argument
a reports what is expressed by argument b. Meta-argument
acc(a) supports, by means of meta-argument Zdim‘t(a’b), meta-
argument dixit,;, which supports acc(b). In this way, the
support of the dixit meta-argument can be attacked by other
arguments if the agents believe it to be an unreliable informa-
tion.

Future research is addressed following different lines.
First, we are defining and formally proving a number of
properties of our model of trust in argumentation. We are
also considering properties, such as the trust transitivity, on
which there is not a unique opinion in the literature. Second,
we are studying how to express trust revision. As highlighted
also by [30], an important aspect in reasoning about trust is
the need for a source to be able to revise the trust she has in
another source based on experience. Moreover, the notion of
reputation may be viewed as another information used by the
agents for revising or updating their own trust evaluation.
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